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Abstract—Many scientific prediction problems have spatiotem-
poral data- and modeling-related challenges in handling complex
variations in space and time using only sparse and unevenly dis-
tributed observations. This paper presents a novel deep learning
architecture, Deep learning predictions for LocATion-dependent
Time-sEries data (DeepLATTE), that explicitly incorporates
theories of spatial statistics into neural networks to addresses
these challenges. In addition to a feature selection module
and a spatiotemporal learning module, DeepLATTE contains
an autocorrelation-guided semi-supervised learning strategy to
enforce both local autocorrelation patterns and global autocor-
relation trends of the predictions in the learned spatiotemporal
embedding space to be consistent with the observed data,
overcoming the limitation of sparse and unevenly distributed
observations. During the training process, both supervised and
semi-supervised losses guide the updates of the entire network
to: 1) prevent overfitting, 2) refine feature selection, 3) learn
useful spatiotemporal representations, and 4) improve overall
prediction. We conduct a demonstration of DeepLATTE using
publicly available data for an important public health topic,
air quality prediction, in a well-studied, complex physical en-
vironment - Los Angeles. The experiment demonstrates that
the proposed approach provides accurate fine-spatial-scale air
quality predictions and reveals the critical environmental factors
affecting the results.

Index Terms—TFine-Scale Prediction, Spatiotemporal, Autocor-
relation, Air Quality

I. INTRODUCTION

Fine-scale spatiotemporal prediction is an important scien-
tific problem applicable to diverse phenomena, such as air
quality, ambient noise, traffic conditions, and meteorology.!
One of the primary motivations for spatiotemporal prediction
is that the observed data are only available at a few unevenly
distributed measurement locations (e.g., ground-based sen-
sors) [1, 2]. As an example, there is only a handful of Federal
monitoring sites and a few hundred low-cost sensors reporting
air quality in Los Angeles, an area that covers nearly 5,000
square miles and 15 million people. In many epidemiological

'Here, the prediction problem refers to estimating measurements for un-
observed locations at current or past times (in contrast to forecasting future
measurements).
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studies, the exposure assessment usually needs the air quality
at a fine spatial scale for analyzing the associations between
inhalable particles’ and a variety of health outcomes including
cardio-respiratory diseases [3]. However, sparse ground-based
monitoring networks do not provide the spatial resolution
required to characterize exposures where people spend their
time: home, work, and school [4, 5].

Approaches for predicting spatiotemporal phenomena gen-
erally fall into the categories of expert-based and data-driven
methods. Expert-based air quality prediction methods, such as
atmospheric dispersion models, utilize mathematical equations
to simulate how pollutants travel in the physical environment.
They require significant expert knowledge and computational
resources (e.g., modeling chemical transformations in the
atmosphere [2, 6]). In contrast, data-driven methods aim to
characterize spatiotemporal patterns in the available mea-
surement data and leverage the patterns for prediction. One
common data-driven approach is spatial interpolation, such
as Inverse Distance Weighting (IDW) and Ordinary Kriging
(OK), which utilize spatial distance-based relationships (in
either non-geostatistical or geostatistical manner) between
observed and target locations to make predictions where there
are no observations [7]. Spatial interpolation methods do
not consider external environmental characteristics, such as
meteorology or land use. Hence, they have limited ability
to produce reliable fine-scale predictions (e.g., would have
similar prediction values across a large area) [5].

Advanced data-driven methods take various contextual data
about the environment into account to improve the robustness
of the prediction model and outcomes. The main challenge
is how to automatically discover meaningful spatial and tem-
poral relationships between rich contextual data and sparse
measurement data in an area. For example, land-use regression
(LUR) models generate explainable air quality predictions by
including expert-selected land-use predictors (e.g., traffic indi-

2For example, fine particles with an aerodynamic diameter smaller than
2.5pm, i.e., PMa 5.



cators, industrial facilities, and population density) [8], which
can vary from one geographic region to another [9]. Machine
learning models, such as neural networks and random forests,
can alleviate the requirement of expert-selected predictors
in the contextual data by algorithmically choosing the most
useful features for prediction tasks (e.g., [, 9, 10, 11]). How-
ever, existing methods only take neighborhood-level spatial or
temporal dependencies into consideration (e.g., [11]), which
could suffer from overfitting when only a limited number
of measurement locations are available, or the measurement
locations are sparse and not spatially representative of the
target region.

This paper proposes a novel data-driven approach,
named DeepLATTE (Deep learning prediction for LocATion-
dependent Time-sEries data), that explicitly incorporates the-
ories of spatial statistics into neural networks for fine-spatial-
scale prediction of geographically-based spatiotemporal phe-
nomena. The goal? is to estimate air quality values at locations
that do not have sensors over a fine spatial grid by using the
observed air quality measurements from a network of low-
cost sensors as well as the contextual data describing the en-
vironmental characteristics. First, DeepLATTE automatically
generates a condensed feature embedding of the contextual
data for both labeled (measurement) and unlabeled (target)
locations using a standard sparse layer and an auto-encoder.
These feature embeddings then go through a Convolutional
Long Short-Term Memory (ConvLSTM) module that incorpo-
rates the contextual information in local spatial and temporal
neighborhoods to generate spatiotemporal embeddings for all
locations. Next, DeepLATTE employs a novel autocorrelation-
guided semi-supervised learning strategy that 1) enforces the
spatial and temporal neighboring embeddings to be similar
(i.e., the learned environmental characteristics should change
gradually or slightly over a small range of space and time)
and 2) enforces the distribution of the predicted values and the
distribution of the labels in the embedding space to be similar.
The first step helps propagate useful information within a
local region in space and time to refine the spatiotemporal
embeddings of all locations. The second process is inspired by
Kriging using a semivariogram, which ensures the predictions
show similar graduated autocorrelation patterns in the learned
spatiotemporal embedding space as in the labeled data. This
semi-supervised learning strategy prevents the networks from
focusing on only the labeled locations and hence can fully
utilize the contextual data for each location and time to
produce accurate prediction results.

In sum, the main contribution of this paper is a general
network architecture that exploits both local autocorrelation
patterns and global autocorrelation trends of the predictions
and the labeled data in the learned spatiotemporal embedding
space for accurate fine-scale prediction task using limited
labeled data. Also, we show an end-to-end approach using
this network architecture for fine-scale air quality prediction.

3We demonstrate DeepLATTE within the air quality domain, but the overall
approach does not assume a specific application domain.

II. DEEPLATTE METHODOLOGY

This section presents the proposed approach, DeepLATTE,
for fine-spatial-scale prediction of spatiotemporal data using
air quality prediction as an example. The inputs include the
contextual data and the available measurements represented in
a grid structure (tensors). The contextual data are denoted as
X € REXWXP ‘where P is the number of input features, and
H and W are the height and width of the grid, respectively.
The measurements are denoted as Y € R”>*W  which contain
many missing values. The prediction results are denoted as
Y € REXW Let X®) represent the input signal at time ¢, T"
is the number of previous hours (i.e., from ¢ — 7" + 1 to t).
DeepLATTE aims to learn a function h that maps 7" historical
input signals to the output at time ¢:

[X(t*T/“), . Y (t)]

X0y

Figure 1 shows the overall architecture of DeepLATTE.
After constructing the input grid data X and labeled data Y
(Section II-A), DeepLATTE uses a sparse layer (Section II-B)
and an encoder-decoder module (Section II-C) to generate
a condensed feature embedding for the selected predictors.
DeepLATTE then leverages multiple ConvLSTM layers with
varying kernel sizes to learn a spatiotemporal representa-
tion of embeddings and enforces spatially and temporally
nearby embeddings to be similar (Section II-D). Afterwards,
DeepLATTE constrains the global autocorrelation trends of
the predictions to be close to those of the labeled data in the
learned space of the spatiotemporal embeddings in a semi-
supervised way (Section II-E). This approach assumes that
natural and built environments (i.e., contextual data) contribute
to the target spatiotemporal phenomenon (e.g., air quality),
and the predictions are highly correlated when their learned
representations of the environments are similar. The approach
does not assume a specific application domain.

A. Generating Grid Data

The raw data (i.e., labeled air quality data from sensors and
contextual data) can have varying spatial and temporal reso-
lutions. To unify and aggregate the input data, DeepLATTE
divides the target area into disjointed cells and transforms the
raw data into a grid representation. Each cell contains a set of
features, which represent an aggregation of the contextual data.
We denote X; € R” as the input vector of cell i on the grid.
Let D; € R" represent the dynamic (time-varying) features
(e.g., weather) and S; € R’ represent the static (time-
invariant) features (e.g., built environment). P; and Ps are the
number of dynamic features and static features, respectively.
If the measurements of a feature are sparser than the grid
resolution but uniformly distributed in space (e.g., weather
data), DeepLATTE spatially up-scales the feature with cubic
interpolation; otherwise, DeepLATTE either directly adopts
the measurements for a cell (e.g., coordinate) or aggregates
the measurements within the cell (e.g., the area of parks) to
construct the feature vector. Figure 2(a) shows an example
of one feature component, primary roads, in the spatial grid
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Fig. 1. DeepLATTE network architecture

covering Los Angeles. The cell value is the summation of the
lengths of individual primary roads within the cell.

This process assumes that the observations in a cell are
uniform (i.e., one value per cell). The system maps the
available sensors to the corresponding grid cells to generate
labels. If one cell contains multiple sensors, the cell takes
the average of their sensor readings. Figure 2(b) shows an
example grid map of PMy 5 observations. The colored cells
are the locations with ground truth measurements (i.e., labeled
locations), while the uncolored cells are the target (unlabeled)
locations for prediction.
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(a) Grid primary roads (b) Grid PM2 5 concentrations

Fig. 2. An example grid map with 500mx 500m cells covering a 50km x40km
area in Los Angeles. (a) The aggregated length of primary roads in the cells.
(b) PM2. 5 concentrations after mapping sensor data to the grid. Missing values
and zeros are not colored.

B. Feature Selection

DeepLATTE first uses a sparse layer with L; regularization
(Figure 1, “Sparse Layer”) with the purpose of (1) removing

irrelevant input features and (2) balancing the contributions of
dynamic and static features (e.g., in our air quality case, there
many more static features than dynamic ones).

The sparse layer is a linear layer containing the same
number of nodes as the input, and there exists only a single
connection between the corresponding nodes. Let Wy, be the
weight matrix of the sparse layer, which is a diagonal matrix
(zero off-diagonal weights). We add L, regularization as the
sparse constraint to this layer to force the sum of the absolute
values of the parameters to be small. Thus, the L; penalty term
can cause many weights to be close to zero. If the weight is a
tiny value (less than a predefined threshold), DeepLATTE sets
the output of the sparse layer of the corresponding feature to
zero to achieve the purpose of feature selection. We denote the
output of the sparse layer as X s, € RF*W*P The dimension
of X, is the same as X with irrelevant features being zeros.
The cost function of L, regularization is as follows:

Lsp = Z |w]

’weWsp
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C. Learning Condensed Feature Embeddings

DeepLATTE pre-trains an auto-encoder to learn a con-
densed feature embedding E; for a cell ¢ from the selected
dynamic D; and static S; features (Figure 1 “Encoder” and
“Decoder”). For example, suppose primary road is an indicator
of traffic volume, and its impact can vary with time, weather
conditions, and location. It is necessary to learn a latent
embedding to condense these two types of features instead of
directly feeding them original features vector to the network.
The reconstruction loss for the auto-encoder is:



Eae = E(XS;D)XSP) (2)

where X, is the output of the sparse layer (the encoder input),
X sp 18 the reconstructed vector (the decoder output), and L is
the loss function using the mean square error. During the
end-to-end training after pre-training, the network can refine
the condensed feature embedding E by updating the encoder
weights guided from the remainder of the network modules.

D. Learning Spatiotemporal Feature Embeddings

Current air quality level at a location is highly correlated
with the environmental characteristics at the location and its
neighbors at present and previous time points. For example,
suppose a South-West power plant emits pollution at time 7',
the northeast cells can be significantly polluted at 7'+ 1 with
a northeast wind (Figure 3).

We define the spatiotemporal embedding of a cell ¢ at
time t as the joint effects of the air quality-related factors
in the condensed feature embeddings from neighboring space
and time, denoted as Rl(-t). To jointly model the spatiotem-
poral impacts on air quality, DeepLATTE first leverages the
ConvLSTM operation [12] to learn useful information from
the combination of the condensed embeddings from spatial
neighbors and the previous hidden memory. For example, in
Figure 3(c), when generating the spatiotemporal embedding
of the center cell (red box) using one-step neighbors only
(in the purple dotted box), DeepLATTE learns the interactive
effects from the northeast green areas, the northwest residential
areas, the South-East industrial areas, and the East commercial
areas. To account for the influence of environmental charac-
teristics on air quality from varying distances, DeepLATTE
employs multiple ConvLSTM layers with various kernel sizes
to learn the impacts from the neighbors within increasing
spatial distances. The outputs of these ConvLSTM layers with
varying kernel sizes are then concatenated to form an initial
spatiotemporal embedding for each cell.

Due to the limited number of sparse labeled data, the initial
spatiotemporal embeddings would be only learned from the
labeled data. To overcome this difficulty, DeepLATTE adds a
representation constraint in the learning process by enforcing
the spatially and temporally nearby spatiotemporal embed-
dings to be similar with the assumption that the embeddings
would not change significantly within a local spatial and
temporal neighborhood. This constraint guides the network to
produce a graduated, continuous spatiotemporal representation
from all input data instead of focusing on the labeled locations.
The cost function is as follows:

N Ksg

Lste = A1 X ZZ Z kE(RMR])

i=1 k=1 jENi(Sk)
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where R; is the spatiotemporal embedding for cell 7 at a cer-
tain time. [V is the total number of spatiotemporal embeddings
(the number of target locations multiplied by the number of
time points for prediction). Kg and Kp are the number of
neighborhoods to consider in space and time, respectively,
where k£ = 1 implies the immediate, one-step neighborhood,
and k& = 2 is two-step neighborhood. A/i(sk) is the neighbors
of the cell ¢ within k spatial step. Similarly, ./\/',i(T’“) represents
the temporal neighbors. £ is the loss function of mean square
error. This cost function ensures that nearby spatiotemporal
embeddings in space and time are similar, and the similarity
gradually decreases when the distance increases. Finally, the
refined spatiotemporal embeddings are fed to fully connected
layers to infer air quality prediction for each cell.
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Fig. 3. An example of learning spatiotemporal effects. The cell size is
500mx500m. (a) A pollution emission from South-West power plant at time
T. (b) The northeast cells are polluted at time 7' 4 1 with the northeast
wind. (c) A process of learning environmental characteristics from one-step
neighbors (within purple dotted box).

E. Autocorrelation-Guided Semi-Supervised Learning

To handle the fact that the number of unlabeled cells is
much greater than the labeled cells, typical semi-supervised
learning methods could enforce nearby cells in space and
time to have a similar air quality value [11]. This is in
line with the assumption that air quality measurements often
have spatial autocorrelation that describes the tendency for
areas or sites that are close together to have similar values.
Statistical methods, like Ordinary Kriging, take advantage of
spatial autocorrelation to generate reliable estimates for the
interpolated locations. However, it could be problematic when
the observed locations are not evenly distributed or far apart
from each other, or there is spatial non-stationarity in the data.

In addition to incorporating local spatial autocorrela-
tion, DeepLATTE proposes an autocorrelation-guided semi-
supervised strategy that exploits the autocorrelation in the
representation space of the spatiotemporal embeddings and
enforces the predictions to embrace similar autocorrelation
patterns to the observations in the representation space. The
assumption is that the air quality values of two locations at the
same or different times (or the same location at different times)
could be similar if their environmental characteristics are
similar (i.e., similar spatiotemporal embeddings) even when
their spatial or temporal distances are large. We define the
autocorrelation as the relationship between the air quality
variability and the similarity of spatiotemporal embeddings
(the concept is close to the spatial autocorrelation, but our
method does not directly use the physical distance). With
this autocorrelation, we assume that similar spatiotemporal



embeddings will generate close air quality values within some
“influence range”, and this pattern should be applicable for
both observations and predictions.

First, DeepLATTE decides the autocorrelation influence
range by constructing a semivariogram to represent the auto-
correlation in the real observations in the representation space
of spatiotemporal embeddings. Figure 4 shows an example
semivariogram, of which the x-axis represents the distance
(lag) between two spatiotemporal embeddings, R. The dis-
tance lag is re-scaled to [0, 1] and divided into multiple bins
with a fixed lag size (e.g., 0.1). At a lag size, h, the y-
axis represents the semivariance, y(h), for all the pairs of air
quality values within that bin:

1) = 5 20 30 (¥ ()~ V(R
i g
where Y (R) is the air quality value (label) of the spatiotem-
poral embedding R. The distance between R; and R; must
be in the corresponding bin. N (k) is the number of pairs of
R in the bin.

In Figure 4, the red points represent the semivariances at the
binned distances. Then we estimate the relationship between
semivariance and distance lag with a curve function to describe
the autocorrelation process. The blue line is the estimated
Gaussian process as an example:

h2

f(h)_n+8><(1 eXp( (T/Q)Q))
where h is the distance lag and f(h) is the empirical semi-
variance. The parameter n refers to the “nugget”, which is the
variability that cannot be explained by distance (by default
n = 0). The parameter s refers to the “sill”, representing
the maximum observed variability. The parameter r refers to
the “range” at which the semivariance stops increasing. For
example, the estimated influence range in Figure 4 is 0.6,
meaning that air quality values have strong autocorrelation at
distances less than 0.6 while there is no or little autocorrelation
beyond this influence range that can be ignored.
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Fig. 4. An example semivariogram

After estimating the influence range from the semivari-
ogram, DeepLATTE keeps the bins within the range and
computes the distribution of semivariances for the labeled
data and predictions separately in each of the kept bins.
Specifically, DeepLATTE computes a Gaussian distribution

N (py, 0y, ) to describe the distribution of the square errors
between labels (i.e., (y; — y;)?) when ||R; — R;||,, is within
distance lag h. Similarly, DeepLATTE computes N (14, , 05, )
for the predictions. The Gaussian distribution represents a
generative model describing the autocorrelation pattern of
the data at a given distance lag. Since the real observations
and predictions should share similar autocorrelation patterns,
DeepLATTE calculates the KL divergence to measure the
distance between the two Gaussian distributions at each bin to
quantify the difference between the autocorrelation of labels
and predictions. Then DeepLATTE takes the summation of the
KL terms from all the valid bins as the autocorrelation loss:

Loc = Z Dxr, (N(/J'yhﬁ Oyy, ) | ‘N(M?Qhﬁ O, ))
h
4)

1 o o2+ (ty, — tgy)?
S Z(log gh 14 T (Myh Myh) )
h

2
Ty, Ugh

where (i, and o, are mean and std. for the labeled pairs in
lag distance h. pg, and oy, are for the prediction pairs in h.

FE. DeepLATTE Overall Architecture

The proposed network computes the supervised loss on

labeled cells using the following cost function:
1 & o
Lypred = o ;(?Ji - 9i) &)

where m is the number of labeled cells, ¢ is the prediction
value of a cell, and y is the real observation of the cell.

The overall cost function of the proposed architecture is the
sum of equation (5), (1), (2), (3), and (4):

L= Epred +a X Lsp + B X Lae +AX Lste +1 X Lae (6)

where L4 is the loss over the training examples, L, is the
loss from the sparse layer, L. is the reconstruction loss of
the auto-encoder, L. is the loss from the representation con-
straint, and L, is the loss from applying the autocorrelation
constraint; «, 3, A, and 7 are the hyper-parameters. We train
the model by updating the network parameters using eq. (6).

III. EXPERIMENTS

We implemented and tested DeepLATTE for air quality
prediction in Los Angeles. 4 In addition to its complex physical
environment, Los Angeles is a well-studied area in terms of
air pollution so there is an abundant literature that can be
used to verify the prediction results (e.g., temporal and spatial
distributions and trends) even when ground observations are
limited.

A. Experimental Setup

Datasets. We conducted the experiments with the following
open-source datasets covering a 50kmx40km region in Los
Angeles (Figure 5(a)). (1) Air quality data: Our system col-
lected hourly outdoor PMs 5 concentrations in 2018 and 2019

“https://github.com/spatial-computing/deeplatte-fine- scale- prediction



from PurpleAir sensors.’ The available sensors increased over
time, with the numbers ranging from 35 to 206. The PM, 5
variations were generally higher during the winter (Nov., Dec.,
and Jan.) than the summer period (May, Jun., and Jul.). (2)
Meteorological data: Our system collected hourly weather data
in 2018 and 2019 from DarkSky.® DarkSky reports worldwide
fine-scale weather data on various features, of which we
extracted 10 features (e.g., temperature, humidity, and wind
speed). The resolution of the requested weather data was of
Skmx5Skm, and our system cubically interpolated them to the
target resolution. (3) Geographic data: Our system extracted
geographic information from OpenStreetMap to describe land
uses, roads, traffic, railways, and water areas in various spatial
representations (polygons, lines, and points). Each geographic
feature contains various sub-types; for example, the “roads”
feature type contains sub-types such as motorways, primary
roads, and residential roads. We included a total of 80 ge-
ographic features. (4) Other data: Our system included time
information (i.e., hour of a day, day of a week, and day of a
year) and the geo-coordinates of the grid center (i.e., longitude
and latitude) for each combination of time & location for the
prediction task.

Training Settings. Our system created a grid over the target
region with a 500mx500m cell size (total 6,992 cells). The
sensor locations were unevenly distributed over the target
region. To maintain the original spatial distribution of the
sensors in both training and testing data, we divided the target
region evenly into four areas (Figure 5(b)), from which we
randomly picked 60% of the available locations as training,
20% as validation, and 20% as testing.

For each month, we trained a predictive model using target-
month sensor observations and contextual data. Also, if histor-
ical data from previous months were available, we leveraged
the model trained from the previous months and fine-tuned
the model using the target-month data. For example, to predict
PM, 5 concentrations in Feb. 2018, we fine-tuned the model of
Jan. 2018 with Feb. data. We ensured that training and testing
locations were mutually exclusive over these months.

To predict PMs 5 concentrations at time ¢, we constructed
the input features with temporal lags of six hours (i.e., from
t — 6 to t). We set the latent embedding of the auto-encoder
as 32 neurons. We constructed each ConvLSTM containing
one layer with 64 hidden states. We applied three kernel
sizes (1x1, 3x3, and 5x5), i.e., at most two-step neighbors
(distance range is 1,500m). Therefore, the output size of the
ConvLSTM component is 192. We set the threshold of the
sparse layer as 0.0001, K1 and Kg as 1, and A\; = Ao. The
initial learning rate was 0.001, with early stopping on the
validation dataset. The hyper-parameters are chosen by grid
search on the validation set and we reported the results with the
set of hyper-parameters yielding the best average performance,
thatisa=1, =5, A=5,and n =0.1.

Shttps://www2.purpleair.com/
Shttps://darksky.net/dev
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Fig. 5. (a) shows the prediction region in Los Angeles; (b) shows the equally-
divided area as a gridded surface.

B. Baseline Methods

We compared DeepLATTE with several state-of-the-art and
commonly used models as well as DeepLATTE variants:

Random Forest (RF). Yu et al. [13] demonstrated that RF
outperformed other approaches, including logistic regression,
decision tree, and artificial neural network for fine-spatial-scale
air quality prediction.

Inverse Distance Weighting (IDW). IDW is a standard
spatial interpolation method that calculates predictions as the
weighted average of the available measured points based on
their spatial distance. We set the power parameter as 2.

Ordinary Kriging (OK). OK is a spatial statistical inter-
polation method that models the interpolated surface using
a spatial process governed by the spatial autocorrelation of
the measured points. We set the kernel function as Gaussian
process and the number of bins as 10.

Lin et al. [5]. This is a machine learning method that mines
important PMs 5-related geographic features as “geo-context”
for fine-grained air quality prediction. We tested the approach
with our datasets and picked the number of clusters with the
Elbow method.

Deep Air Learning (DAL) [11]. DAL is a semi-supervised
learning approach that leverages the information from the un-
labeled data with spatiotemporal smoothing for the prediction.
We re-implemented the approach and tested with our datasets.
We did a similar way for hyper-parameter tuning and ended
up with the set Ay =1, a = 10, and 8 = 10.

DeepLATTE Variants. (1) DeepLATTE without feature se-
lection module; (2) DeepLATTE without the autocorrelation-
guided constraint.

C. Evaluation

Quantitative Evaluation. (1) We used the Root Mean
Squared Error (RMSE) and R-Squared (R?) scores to evaluate
the model performance. (2) We quantified the relationship be-
tween the variation in the fine-scale PMj 5 predictions and the
distance to critical environmental features, e.g., comparing the
average predictions near highways within 500m and 1,000m,
and evaluated the results with findings in the literature.

Qualitative Evaluation. (1) We presented both spatial and
temporal visualizations of the prediction results for verifying



fine variations and trends in spatial and temporal neighbor-
hoods using studies in the literature. (2) We verified the
selected features with existing using studies in the literature.

D. Results and Discussion

Model Performance. Figure 6(a) and 6(b) show the RMSE
and R? for the monthly models of DeepLATTE and baseline
methods in 2018 and 2019. We observe that RF has poor
performance because it cannot handle complex relationships
between the predictors adequately. OK outperforms IDW since
OK specifically models the spatial autocorrelation instead of
only relying on the spatial distance to compute the weight
of measured locations. However, OK does not consider envi-
ronmental characteristics and generates smoothing prediction
surfaces (see Section Visualizations). DAL has competitive
performance but is worse than DeepLATTE because DAL
only enforces spatially and temporally nearby predictions to
be identical, while DeepLATTE considers the autocorrelation
of the air quality values in the representation space so that two
locations or times having similar spatiotemporal embeddings
can still have similar air quality values even when they are
far away in space and time. Lin et al. [5] generate predictions
in terms of environmental characteristics (geo-context), but the
approach does not consider temporal dependencies. In general,
DeepLATTE achieved the best performance compared to other
baseline methods.

We compare DeepLATTE to its variants by removing
the feature selection module and autocorrelation-guided con-
straint, respectively. We observe that the RMSE increases
1.8-5.1% without the feature selection module (i.e., « is
0). Also, the number of selected features decreases when «
increases, but a large o (> 1) leads to worse performance. The
feature selection module aims to explicitly remove irrelevant
features at the beginning of the network to largely reduce
the noise from these features during training. We manually
remove the irrelevant features to train the models without
the feature selection layer, which show little difference in
the performance from DeepLATTE. In comparison, if we
only keep these irrelevant features for prediction, the model
performs much worse than DeepLATTE. The selected features
also offer insights to the PMs 5 contributors for the prediction
task. Moreover, we observe that the RMSE increases 4.1-
8.3% without autocorrelation-guided constraint (i.e., setting
n to be 0), indicating that the constraint truly guides the
network to generate more reliable predictions that have similar
autocorrelation to the labels in the representation space. The
model achieves worse performance when 7 is {0.01, 0.5}
than 7 is 0.1. We further examine the similarity of the
autocorrelation patterns between the labels and predictions
with the semivariograms, which results in a high correlation
of 0.73 for the range values and 0.85 for the sill values.

Variations in Predictions. Evaluating the model perfor-
mance with limited observed locations is not enough to
demonstrate the prediction ability. Since PMs 5 concentra-
tions are highly correlated with environmental characteris-
tics [5], we examine the variations in predictions with varying
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Fig. 6. Performance of DeepLATTE and baseline methods in RMSE and R?

distances to the geographic features (e.g., the blue areas
in Figure 7). Table I shows the average predictions from
DeepLATTE and OK (in Jan. 2019) with various distances
to motorways, light rail, and parks. We observe that the pre-
dictions from DeepLATTE show high average values when the
locations contain motorways and light rail and decrease when
the locations are further from them. In contrast, the locations
with parks have lower PMs 5 predictions than others. Also, the
predictions around parks are much better than motorways and
light rail, which is consistent with the existing finding [14].
Table I shows that the predictions from OK have no apparent
pattern regarding the environmental characteristics. Since OK
generates smoothing surfaces of PMs 5 concentrations, the
average prediction values from OK are slightly larger than
those from DeepLATTE.

5118 8 1 5

] E1g T

Fig. 7. An example of the locations containing motorways (left), one-
step neighbors away from motorways (middle), and two-step away from
motorways (right) in blue.

Visualizations. Figures 8(a) and 8(c) spatially visualize
the monthly average of the predictions from DeepLATTE
while Figures 8(b) and 8(d) are the predictions from OK.
We can see that the average predictions from OK are smooth
over the region, which only offers a general idea about the
variation of the PMy 5 concentrations at a coarse spatial scale.



TABLE I
VARIATIONS OF PREDICTIONS TOWARDS GEOGRAPHIC FEATURES

Motorways | Light Rail | Parks

m || zero-step 17.03 17.39 14.87
£ |[onestep 16.65 16.55 15.79
S | two-step 16.44 1692 | 15.54
zero-step 17.35 17.57 16.73

& | one-step 17.30 1741 | 1627
two-step 17.25 18.01 16.38

In comparison, DeepLATTE predictions provide additional
spatial details, consistent with some of the selected features.
For example, higher PM, 5 concentrations along freeways
(I-110, I-10, I-5, and I-405) are observed due to traffic-
related sources prevalent in Los Angeles [15]. PMs 5 values
present an apparent pattern along railways (light rail). Also,
the predictions show quite different patterns in February from
October, i.e., Oct. has much worse air quality than Feb. in
2019, probably due to the different weather conditions in
these two months. However, unlike the predictions from OK
generating high values everywhere, DeepLATTE can predict
low PMs 5 concentrations in the north of the region because of
the green land. In general, our model successfully generated
predictions that present how the PMs 5 concentrations vary
with environmental characteristics over the space.

Figure 9 shows the hourly average of PMs 5 predictions in
July and November over three small regions, i.e., Downtown
LA (in Figure 5(b) sub-area “B”), Santa Monica (in sub-
area “A”), and Long Beach (in sub-area “D”). We observe
that PMs 5 concentrations generally reach the peak at 8 and
9 am. and minimum at 4 and 5 p.m.. This is because, in the
morning, people start their activities (e.g., commuting) that
produce PMs 5, and in the afternoon, due to sea-breezes and
mountain-induced flows, the wind takes the particle matter
inland that leads to good air quality. Then the wind goes back
from inland with accumulated particle matter that worsen air
quality during the night [16]. Besides, the air quality during the
winter (Nov.) is much worse than the summer (Jul.), which is
because winter has large temperature differences in a day that
creates a thick layer in the air preventing PMs 5 to escape [17].
Also, Downtown LA and Long Beach have higher PM; 5
concentrations than Santa Monica during the morning because
of heavy traffic and industrial emission while Long Beach and
Santa Monica are near the coastal areas, so PMs 5 decreases
with the wind patterns in the afternoon.

Selected Features. Table II shows the most frequent 10
selected dynamic features and 10 static features from all the
DeepLATTE models ordered by the number of appearing
times. The strong relationship between PMs 5 concentrations
and “visibility” is expected and has been seen previously [18].
Megaritis et al. [19] demonstrated PMs 5 concentrations
are highly related to “temperature”, “humidity”, “pressure”,
and “wind speed”, which were automatically selected by
DeepLATTE. Time information including weekday/weekend
and day/nighttime is important since it indicates temporal

(a) Feb. 2019, DeepLATTE (b) Feb. 2019, Ordinary Kriging
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(c) Oct. 2019, DeepLATTE (d) Oct. 2019, Ordinary Kriging

Fig. 8. Spatial visualizations of the predictions from DeepLATTE and OK
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Fig. 9. Hourly pattern of PM2 5 in Nov. and Jul. 2019 from DeepLATTE

variation and population mobility.

In addition, most of the selected static features are consistent
with existing studies on PMsy 5 in Los Angeles. Longitude
and latitude are also important indicators since PMs 5 con-
centrations are correlated with locations [20]. DeepLATTE
identified light rail is important for predicting PMs 5, which
has been demonstrated in Kam et al. [21] that the light-rail
lines are strongly associated with ambient PM levels in Los
Angeles (R?=0.61) by personally monitoring the air quality at
the stations. Also, Moore et al. [22] showed that arterial roads
and open green areas are statistically significantly associated
with PMs 5 in Los Angeles (R-value is approximately 0.4
to 0.6 respectively) using LUR approach. However, these



existing studies require long-term and costly investigations
by the environmental scientists with domain-specific expertise.
In contrast, DeepLATTE automatically learns from a variety
of raw features, selecting those that are most pertinent to
air quality prediction. For other selected static features, such
as “traffic fuel” (referring to gas stations) and “traffic stop”
(referring to the intersections with stop signs), we do not find
the existing work on analyzing the relationship between them
and PMs 5 concentrations to demonstrate our results, but the
“traffic fuel” and “traffic stop” features intuitively relate to
vehicle air pollution emissions.

Furthermore, the selected features could vary each month.
For example, during the summer time, DeepLATTE tends
to select fewer features (around 20) for predicting PMs 5
concentrations than the winter time (around 30). Visibility and
humidity stand out when predicting for the summer period
while time indicators are more likely to be selected for the
winter period. This might be because the temporal variation
of PMs 5 in winter is higher than summer, the models require
time information to generate reliable estimations.

TABLE I
SELECTED DYNAMIC FEATURES

. visibility, humidity, day of week, wind
Dynamic
speed, hour of day, temperature, pressure,
Features . .
day of year, cloud cover, wind direction
. latitude, longitude, light rail, traffic fuel,
Static .
motorway, traffic stop, primary road, sec-
Features .
ondary road, waterways river, park

IV. RELATED WORK
A. Spatiotemporal Modeling

Deep learning approaches have shown promising results in
modeling spatiotemporal relationships in data. Graph-based
recurrent neural networks are often used to deal with spa-
tiotemporal data in a graph representation and are flexible in
modeling irregular graphs like road networks. Li et al. [23]
propose a diffusion convolutional recurrent neural network
(DCRNN) to forecast traffic volumes by combining the dif-
fusion convolution operation with recurrent neural networks
(RNN) on a spatial distance-based graph. Lin et al. [4]
extends DCRNN by constructing a geo-context-based graph
to model the spatial relationship in the learned feature space
for forecasting air quality values. Hsieh et al. [10] build an
affinity graph by connecting nearby sensor measurements in
space and time and apply a semi-supervised inference model
to predict air quality values at unobserved locations. However,
the network nature of graph-based approaches are not suitable
for handling continuous surfaces (as either input or output)
and are not scalable for fine-spatial-scale predictions that could
have thousands of prediction locations.

In contrast, image processing methods, like the convolution
operation, is more suitable for spatiotemporal data represented
in continuous surfaces (i.e., grids). ConvLSTM [12] embeds
the convolution operation directly in the LSTM network to

capture spatiotemporal information simultaneously for weather
forecasting. Other work leverages the ConvLSTM network
both for forecasting (e.g., [24, 25] and for fine-scale pre-
diction (e.g., [26]). In addition, attention-based approaches
also capture the spatial relationships by learning the attention
score for the observed locations to predict for the target
locations [27, 28]. However, these approaches usually require
large amounts of evenly distributed labeled data to achieve
good performance, especially for the prediction tasks.

B. Air Quality Prediction

Traditional spatial interpolation methods, like IDW and
Ordinary Kriging, do not explicitly include environmental
characteristics and fail to generate fine-scale predictions [5].
Classical dispersion models, such as Gaussian Plume mod-
els [6], require expert knowledge and resources that are not
available everywhere, such as traffic data. Land-use regression
models also rely on expert-selected predictors, which cannot
be easily generalized to other geographic areas. In contrast,
our data-driven approach can automatically mine air quality-
related predictors in contextual data from multiple publicly
available datasets. In addition, machine learning approaches
are widely used for air quality prediction. Lin et al. [5] propose
a method to identify significant air quality-related factors and
apply them to generate predictions. However, the proposed
approach does not take temporal effects into account. Zheng
et al. [9] propose a co-training framework with separate
classifiers for spatial and temporal features, which does not
jointly model the spatiotemporal effects on air quality. Qi
et al. [11] propose a semi-supervised learning method with
spatiotemporal smoothing. However, unlike DeepLATTE, this
proposed method ignores the potential spatial autocorrelation
patterns in air quality data and does not include predictors that
describe the environment.

V. CONCLUSION AND FUTURE WORK

This paper presented a novel approach, DeepLATTE, for
fine-spatial-scale prediction of location-dependent time series
data and an application of air quality prediction. The main
contribution of the presented architecture is a novel method
that learns a spatiotemporal representation from contextual
data and labeled data and then uses the autocorrelation pattern
in the representation space to guide the predictions in a semi-
supervised way. This method allows for the integration of
well-established spatial statistics tools with neural networks
and enables accurate prediction of location-dependent time
series data. Overall, the presented network architecture is
flexible and could apply to many scientific prediction problems
dealing with spatiotemporal phenomena with sparse ground
truth measurements. We plan to test this approach to other
spatiotemporal phenomena, such as traffic and noise predic-
tion.
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